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Abstract—Cryptographers have long been concerned with
secure messaging protocols threatening deniability. Many
messaging protocols—including, surprisingly, modern email—
contain digital signatures which definitively tie the author
to their message. If stolen or leaked, these signatures make
it impossible to deny authorship. As illustrated by events
surrounding leaks from Hilary Clinton’s 2016 U.S. presidential
campaign, this concern has proven well founded. Deniable pro-
tocols are meant to avoid this very outcome, letting politicians
and dissidents alike safely disavow authorship. Despite being
deployed on billions of devices in Signal and WhatsApp, the
effectiveness of such protocols in convincing people remains
unstudied. While the absence of cryptographic evidence is
clearly necessary for an effective denial, is it sufficient?

We conduct a survey study (n = 1, 200) to understand how
people perceive evidence of deniability related to encrypted
messaging protocols. Surprisingly, in a world of “fake news”
and Photoshop, we find that simple denials of message author-
ship, when presented in a courtroom setting without supporting
evidence, are not effective. In contrast, participants who were
given access to a screenshot forgery tool or even told one exists
were much more likely to believe a denial. Similarly, but to a
lesser degree, we find an expert cryptographer’s assertion that
there is no evidence is also effective.

1. Introduction

Cryptographic deniability—a problem long considered
largely theoretical—has recently come to play a major role
in world events. In the closing weeks of the 2016 United
States presidential election, approximately 58,000 emails
from Hillary Clinton’s campaign were publicly leaked [1],
[2]. The Clinton campaign broadly denied the authenticity
of the emails, claiming that they were doctored as part
of a smear campaign [3]–[5]. Since emails are generally
unauthenticated, they give plausible deniability: conversa-
tion participants can claim they did not author a message.
Unfortunately for the Clinton campaign, security researchers
soon pointed out a problem with the campaign’s denials: the
emails were cryptographically signed—not by the authors—
but by the Mail Transfer Agents’ (e.g., Google’s servers) use
of Domain Keys Identified Mail (DKIM), a security feature
implemented by many email providers to combat spam [6].
The messages were therefore verifiably unaltered [7]–[9].
Cryptographic signatures on the emails rendered the denials

ineffective, a pattern that has repeated in subsequent inci-
dents as recently as March 2022 [10].

Political emails are one highly salient situation where the
ability to deny message authorship can be valuable, but not
of course the only one; deniability has also been proposed,
for example, as a tool for dissidents to avoid persecution by
denying authorship of heretical messages.

Cryptographic deniability In 2004, Borisov, Goldberg,
and Brewer proposed Off-the-Record (OTR) [11], a proto-
col for encrypting and authenticating text messages while
removing the non-repudiation property provided by then-
standard signature-based approaches for authenticated en-
crypted communication such as GPG and S/MIME [12]–
[14], and consequently enabling deniability. OTR and simi-
lar protocols allow participants in an encrypted chat to know
messages are authentic during the chat, but provide no way
to transfer this knowledge to anyone else: there are no signa-
tures that a third party can check.1 Since then, deniability in
encryption protocols has seen considerable activity in both
academia and industry [15]–[17]. Successors to OTR are
now deployed in over two billion devices worldwide through
services like WhatsApp and Signal [18], [19].

Cryptographic deniability protocols like OTR implicitly
make a strong assumption: the absence of signatures on
messages is both necessary and sufficient for deniability,
i.e., unsigned messages, when revealed to third parties or
the public, will not be trusted by anyone. While this is the
appropriate scope for the technical challenge of developing
deniable cryptographic protocols, it leaves open an impor-
tant question: given a cryptographically deniable messaging
protocol, what else, if anything, does it take to achieve
deniability in practice?

To our knowledge, however, the question of how crypto-
graphic deniability interacts with human perceptions—and
consequently, how to improve real-world deniability—has
not previously been studied.

Research questions Are human decisions governed by
the same logic as cryptographic deniability? When faced

1. In OTR, Alice and Bob share a symmetric key used to generate
authentication tags for messages. Alice can regenerate the tag on received
messages and, if it matches, conclude that Bob authored the message (since
only she and Bob know the key and she didn’t write the message). A third
party, however, cannot verify the tag without the key. For added deniability,
OTR periodically rekeys and publishes the old key, allowing anyone to
make a forgery. Subsequent work uses stronger methods [15].



with a text message, an alleged author, and a denial, how
do people decide who to believe and how much are they
willing to act on those beliefs? As we saw in the 2016 U.S.
presidential election, this is no longer a hypothetical.

If the absence of cryptographic evidence is necessary
for deniability, butinsuf�cient, what kind of evidence will
people look for? What will be their default assumptions?
And what does it take for a protocol to achieve not just cryp-
tographic deniability, buthumandeniability that convinces
actual people a message may have been forged? These are
the questions motivating our work.

More speci�cally, as a �rst step, our study sought to
address the following research questions:

RQ1: Are people more likely to disbelieve alleged mes-
sages when the denial is accompanied by supporting
evidence?

RQ2: Are some types of supporting evidence for denials
more effective at changing beliefs than others?

RQ3: Does supporting evidence affect not just belief in
message denial, but also (intended) decisions related
to that belief?

RQ4: How do individual attributes like gullibility or polit-
ical leanings affect beliefs about message denial?

Approach To address our research questions, we con-
ducted a survey study with 1,200 people that presented
various arguments for deniability to different participants
and gauged their reactions. To remove as many potential
confounds as possible, but retain a context that would feel
realistic for our participants, the scenario for our survey
was a criminal trial. Participants played the role of jury
members and were asked to judge the guilt of a hypothetical
politician, who is accused of accepting a bribe. The evidence
for the bribery charge is a screenshot from the politician's
messaging history. We will discuss the setup in greater detail
in Section 3.

As potential defenses, participants evaluated one of six
different forms of deniability evidence. This deniability
evidence fell into three general categories: no supporting
evidence (baseline), experts who testify about the properties
of the protocol, and the demonstration of tools that make
transcript forgery trivial. After participants reviewed this
evidence, we asked them about their beliefs, and then to
make a decision based on the case presented.

Key results We offer two key �ndings. First, one might
assume that familiarity with “photoshopped” images, so-
called “fake news,” and even “deepfake” videos2 would
all support the cryptographic perspective on deniability:
anything that cannot be af�rmatively authenticated should be
assumed to be fake [20]–[23]. To our surprise, however, even
though 70% of participants either had or believed they could
fake a screenshot, two-thirds of participants who saw only
an assertion (without further evidence, see Section 3.1) that

2. For example, in a 2016 Pew study, 88% of American adults believed
fake news was causing some or a great deal of confusion [20], and about
half of college students in a 2021 survey were aware of deepfakes [21].

the message was fake believed that a simple screenshot con-
vincingly demonstrated wrongdoing. In contrast, no more
than 26% of participants who saw any type of deniability
evidence were convinced of wrongdoing.

Second, we �nd that some types of evidence are more
convincing than others: participants who tried out an inter-
active forgery tool were signi�cantly more likely to believe
a denial than those who made their decisions on the basis of
testimony from expert cryptographers. Overall, we �nd that
deniability is obtainable, but messaging applications can do
more to help make deniability effective in practice.

2. Background and Related Work

Deniability is far from a new concept. Although the
inclusion of deniability as a feature of secure messaging
applications is relatively recent, deniability has a rich, non-
technical history, giving us insight into what deniability
might mean to users—i.e., how deniability evidence should
be designed. The following section provides a brief overview
of deniability from a non-technical perspective, followed by
a look at how deniability has been developed as a feature
in secure messaging protocols, and then how usable or
unusable those protocols are.

2.1. Deniability in philosophy and politics

Philosophical concepts of deniability focus onambigu-
ity, using a statement-by-statement setting to analyze the
concept. In philosophy, researchers de�ne deniability as
something to be attained through plausible explanations: de-
niability is gained when an utterance has multiple meanings,
meaning that the speaker may deny having meantoneof the
particular meanings over another [24]–[27].3

From a U.S. political perspective, deniability matured
during the Cold War [29]. Again,ambiguityis a key animat-
ing concept, as described in the National Security Council's
1948 de�nition of covert actions: “[Operations] so planned
and executed that any US Government responsibility for
them is not evident to unauthorized persons and that if
uncovered the US Government can plausibly disclaim any
responsibility for them [30].” This approach is perhaps best
exempli�ed by the Iran-Contra affair of the 1980s. During
this time period, the United States was rumored to be
involved in, and later found responsible for, the sale of arms
to Iran, during an arms embargo, prospectively to fund the
Contras [31]. Although President Reagan was implicated in
these plans, he was able to believably deny any knowledge
of the scheme [32]. Skepticism regarding the president's
involvement was validated by a congressional investigation
following the scandal, but the investigation found the Pres-
ident responsible only in a should-have-known sense [33].

3. “Matt is running out of fuel and needs some fast. He stops and
asks a stranger where he can get some fuel. The stranger says `there is
a gas station around the corner.' The stranger thereby implies (implicitly
communicates) that the gas station is open and has fuel” [27]. If, however,
the gas station were not open, the stranger could state he merely provided
an option, and did not say that the gas station were open or had gas; the
stranger's statement has multiple interpretations due to ambiguity [28].



2.2. Deniability in cryptographic protocols

Since deniability �rst appeared in computer security,
there has been no universal agreement on its formal de�-
nition [34]. That said, one generally accepted cryptographic
de�nition is stated in Unger et al.'s 2015 systematization
of knowledge paper: “Given a conversation transcript and
all cryptographic keys, there is no evidence that a given
message was authored by any particular user” [16], [35]. In
simpler terms, lack of cryptographic proof of authorship—
and the resulting ambiguity—provides deniability.

Deniability in secure communications protocols can be
divided into two types: participant deniability, or the de-
nial of participation in an entire conversation, and message
deniability, or the denial of one or more individual mes-
sages [16]. Here, we assume deniable schemes provide both
types. This both simpli�es the denial story for study partic-
ipants and is in line with the deniability features of existing
encrypted messaging apps like Signal and WhatsApp.

The �rst practical, deniable secure messaging scheme,
OTR, achieves deniability with a Deniable Authenticated
Key Exchange (DAKE) plus malleable encryption [11], [36].
A shared ephemeral key created with a long-term, private
key allows sending and receiving parties to authenticate
communications with each other. Shared ephemeral keys
and malleable encryption allow recipients to manipulate
incoming messages, making them indistinguishable from
unaltered messages. If a ciphertext can be meaningfully
altered by a recipient, then any messages purported to be
authored by the sender could have theoretically been created
instead by the recipient, providing deniability.

Signal's encrypted messaging protocol—also deployed
in other messaging applications like WhatsApp—has be-
come the de facto standard for secure messaging today. The
Signal protocol improves on OTR's deniability by modifying
its DAKE [37]. In OTR, forging a transcript between Alice
and Bob requires either Alice or Bob's private key or a
transcript of a legitimate conversation between Alice and
Bob to edit. As a result, forgeries can only practically be
fabricated by conversation participants themselves, not any
third party.

To achieve broader deniability, Signal uses an Extended
Triple Dif�e-Hellman (X3DH [38]) key agreement that com-
putes a shared secret derived from multiple Dif�e-Hellman
key exchanges: (1) between the sender's and recipient's
short-term keys; (2) between the sender's long-term key
and the recipient's short-term key; and (3) between the
sender's short-term key and the recipient's long-term key.
More details, which may subtly impact deniability, may
be found in the protocol speci�cations [38]. Because the
shared secret can be computed with knowledge only of both
ephemeral secrets, any party can forge a transcript between
two long-lived public keys [15], [18].4

Cryptographic deniability has also been studied under
speci�c constraints like email. Specter, Park, and Green

4. In contrast, in a real conversation, Alice knows she generated one of
the ephemeral keys and her long-term key and knows she kept the private
keys secret, so she knows the conversation is authentic.

devised a scheme which provides non-attributable DKIM
signatures for email [39] by releasing signing keys and
allowing retroactive undetectable forgeries. As a result,
signed emails leaked at a later date may be genuine or
they may be forgeries, and there is no way to to tell. Beck
et al. use a similar concept of time-deniable signatures,
but provide time-based computation limitations to enforce
timing restraints [40].

2.3. Secure messaging usability

Although deniability, speci�cally, has not been widely
studied in terms of usability or human perceptions, secure
messaging in general has. From the �rst “Why Johnny Can't
Encrypt” study to the more recent “When SIGNAL hits the
Fan,” researchers have identi�ed gaps in understanding that
can (and often do) undermine effective security [41], [42].
For example, Tan et al. found that key veri�cation used by
applications like OTR and WhatsApp was insuf�cient to
protect users from a man-in-the-middle attack [43]. Similar
�ndings have applied to applications like Signal, Facebook
Messenger, Telegram, and many other secure messaging
tools [42], [44]–[48].

Additionally, researchers have identi�ed gaps between
developers' and end users' beliefs about security [47], [49]–
[51]. Ermoshina et al. conducted international interviews
with high- and low-risk users, and with developers, focusing
on security concepts found in secure messaging tools [51].
Although the researchers did not focus heavily on deniabil-
ity, they did �nd that for some high-risk users, ephemeral
messages were of higher importance than cryptographic de-
niability, and that some users had developed ad-hoc practices
to try to achieve ephemerality and related goals. This moti-
vates our examination of how well cryptographic deniability
works in practice and how it might be improved.

3. Methods

To assess people's perspectives on deniability, we de-
signed a between-subjects survey study which presented
different kinds of deniability evidence and then asked ques-
tions about participants' beliefs. We initially ran the study
with 600 participants (Survey 1, December 2021). After
analyzing results, we conducted a second studySurvey 2
(n = 600, February 2022), with greater statistical power, to
examine a subset of the effects in detail.

3.1. Study design

One of the major challenges of this research was de-
veloping a study design that would isolate perceptions of
deniability from any potential confounds while retaining as
much ecological validity as possible.

Pilot reveals design challenges Our initial survey de-
sign used a scenario involving the press leak of a politician's
private messages, mirroring high-pro�le leaks in the real



world [52], [53]. We piloted this version with four partic-
ipants, asking them to think aloud. The pilot participants
struggled to decide whether or not they believed the denials,
in large part because they wanted more context: without
more evidence about the politician in question, their history,
and the overall political environment, the pilot participants
were unable or unwilling to evaluate speci�c deniability
arguments.

After the pilots, we revisited the study scenario. We con-
sidered adding the context the pilot participants requested,
which would add more ecological validity, but would also
create several critical problems. First, the space of contex-
tual factors is unmanageably large, and they are hard to
disentangle: everything—a subject's track record, their pol-
itics, their status, their appearance—could contribute to the
persuasiveness of an argument. By adding context, we may
also motivate participants to (dis)believe the denial on the
basis of the participant's political af�liation or background.
Further, these contextual factors are external to messaging
apps themselves; learning how context affects deniability
will not necessarily lead to concrete recommendations for
protocol designers.

As a starting point for understanding the impact of
cryptographic deniability, we wanted to isolate only the
messaging properties in order to understand their direct
effects; we expect that follow-up work will build on our
�ndings to place these results in more context.

Courtroom setting To resolve this dilemma, we
searched for an approach that would let us isolate concrete
factors that would be actionable for protocol designers, yet
would not distract participants due to a lack of context.
We identi�ed a solution that we believe offers a practical
compromise: setting our survey in a courtroom. Trials are
one of the few places where people are used to being told to
disregard bias in favor of speci�c pieces of evidence [54].
We therefore felt that asking participants to play the role of
a jury member would provide a convincing explanation for
why they were being asked to make decisions on the basis
of very limited evidence, rather than a broader set of facts.

Concretely, we asked participants to role-play that they
were jurors in a bribery trial of a governor, where the
key piece of accusatory evidence was a screenshot of a
messaging app; the defense presented different forms of
deniability evidence in order to argue for the governor's
innocence. We tested this jury-trial framing with a small
number of participants from the same recruitment pool as the
main study (Section 3.4); �nding it successful, we included
those initial participants in our sample and proceeded to full
recruitment.

Dependent variable Moving to the courtroom framing
opened up two possibilities for measuring the primary de-
pendent variable of our study: whether a respondent �nds a
particular piece of deniability evidence convincing. One is
to ask about a participant's belief and the strength of that
belief; the other, more trial-speci�c approach is to ask about
which verdict they would render (“guilty” or “not guilty”).

We decided to ask both forms of this question, because
there were no clear grounds for preferring one over the other,
and we had a basis to believe that people may approach them
in different ways. Namely, a verdict represents an action
(voting), and a literature review grounded in opinion dy-
namics and attitude-behavior consistency/inconsistency (so-
cial psychology) found that there may be more con�dence
required to act versus hold a belief [55]–[57].

Discrepancies between beliefs and verdicts could also
occur if people have a higher bar for voting “guilty” com-
pared with holding a belief in someone's guilt. This repre-
sents a potential limitation of the courtroom setting, which
we discuss next.

Courtroom biases While framing our study around a
trial allows us to sidestep many potential confounds due
to contextual factors, it potentially introduces its own set
of unique biases given that courtrooms are highly evidence
oriented. While we purposefully did not instruct participants
about evidentiary standards, media coverage or personal
trial experiences may expose people to various legal ideas,
which, in turn, can in�uence their decisions. For example,
someone who internalized the notion of “proof beyond a
reasonable doubt” may require a higher bar of proof in
a courtroom scenario than in other scenarios. Similarly,
those familiar with the legal principle “innocent until proven
guilty” may lean towards acquittal if they are uncertain.
On the other hand, some may hold the opposite position
and view the mere fact of a trial as evidence of culpability,
believing that the prosecution would not bring a case without
substantive reasons.

As the goal of our study was to compare different types
of deniability evidence, we presented each in their own
between-subjects conditions (Section 3.3). The biases dis-
cussed so far affect every type of evidence equally, enabling
comparisons.

Baseline condition As in most between-subjects ex-
periments, our study includes a baseline condition that we
use as a point of comparison, but our courtroom scenario
presents some challenges in designing it. We chose to have
the defendant simply state that the message is fake, with
no evidence (see Section 3.3). In a real courtroom, a de-
fense with no evidence could be inherently suspicious, and
therefore not as neutral as we might prefer in a baseline.
Other baseline options may also have been valid; however,
we were unable to identify an alternative that would be
truly neutral. Though a simple denial may be inherently
suspicious, complex denials rely on context or add other
kinds of evidence, which create challenges for comparison.

Because we focus primarily on direction of effect (`is
this more convincing, compared with no evidence?') rather
than on magnitude (`how much more convincing is this,
compared with no evidence?'), we believe our choice of
baseline is reasonable, despite this neutrality challenge.

Generalizability This section has discussed the various
biases of the courtroom setting, which raises the question
of ecological validity: will people in the real world make
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